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ABSTRACT
Facial expression recognition plays a prominent role in numerous
applications, from emotion detection to human-computer interac-
tion. However, these models are often subject to different biases.
This study explores potential racial biases in facial expression anal-
ysis using synthetically generated faces. We specifically investigate
disparities in the performance of an action unit estimation network
across different skin tones. This research highlights the presence of
skin color biases in an action unit estimation network and demon-
strates the impact and importance of dataset diversity and variety
in achieving robust models. Furthermore, we show that these biases
vary across different action units and skin tones and these model
biases interact with the biases caused by dataset differences. This
work is an important step towards the eventual goal of understand-
ing the basis of these combined biases and removing them from
facial expression models.
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1 INTRODUCTION
Facial expression recognition (FER), an integral component of af-
fective computing, is increasingly shaping a myriad of applications
across diverse domains today. Such models discern facial expres-
sions to interpret emotions, which has been useful in developing
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intelligent systems capable of automated analysis of human emo-
tion and experience. For example, FER models are harnessed in
healthcare to assist in the monitoring of patient care and diagnosis
of medical or behavioral conditions [5]. In advertising and con-
sumerism, FER models enable real-time customer sentiment analy-
sis, providing valuable insights into product and service reception
[3]. In education, models help facilitate personalized learning by
identifying student engagement, boredom, or confusion [4]. Further,
user engagement and interaction in sectors such as entertainment,
gaming, and interpersonal gaming are being transformed through
immersive, responsive, and emotionally intelligent experiences [7].

Given the widespread employment of automated FER, it is criti-
cal that models perform consistently and equitably across diverse
populations. This consistency demands fairness in recognizing ex-
pressions in faces across different, genders, ages, ethnicities, and
skin colors. However, existing public FER models demonstrate bi-
ases in the faces of diverse populations. Raina et al. [11] revealed
racial biases in several publicly available models using synthetically
generated faces. They revealed that these models for both emo-
tion and action unit detection were biased across skin color and
facial morphology. Fabi et al. [2] used artificially generated faces
to explore racial biases in pain-related facial expressions using a
pain-estimation model [12]. They revealed that the network’s acti-
vation of facial AUs was subject to different biases in performance
for different skin colors and races and that these biases were not
solely better for the faces of the majority race and skin color.

In this work, we analyze the biases and performance of a facial
action unit activation network from a computer vision pain estima-
tion model [12]. Our method involves the generation of an artificial
facial expression dataset, which enables precise control over fa-
cial parameters to isolate the impact of distinct manipulations on
our model under evaluation and better understand the nuanced
dependencies and biases within FER models.

This study serves two primary functions. Firstly, it conducts a
targeted investigation of skin color biases in an AU Estimation
network using synthetic faces, revealing the presence of skin color
biases and highlighting the complexity and non-linearity of such
biases. Secondly, it studies the impact of skin color distribution in
the training set, highlighting the importance of dataset diversity
and distribution.

These insights are valuable in the pursuit of developing more
fair, accurate, and empathetic AI systems in the future.
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