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ABSTRACT 

Cardiovascular Disease (CVD) is the single largest killer in the 
world. Although, several CVD treatment guidelines have been 
developed to improve quality of care and reduce healthcare costs, 
for a number of reasons, adherence to these guidelines remains 
poor. Further, due to the extremely poor quality of data in medical 
patient records, most of today’s healthcare IT systems cannot 
provide significant support to improve the quality of CVD care 
(particularly in chronic CVD situations which contribute to the 
majority of costs).  
We present REMIND, a Probabilistic framework for Reliable 
Extraction and Meaningful Inference from Nonstructured Data. 
REMIND integrates the structured and unstructured clinical data 
in patient records to automatically create high-quality structured 
clinical data. There are two principal factors that enable REMIND 
to overcome the barriers associated with inference from medical 
records. First, patient data is highly redundant – exploiting this 
redundancy allows us to deal with the inherent errors in the data. 
Second, REMIND performs inference based on external medical 
domain knowledge to combine data from multiple sources and to 
enforce consistency between different medical conclusions drawn 
from the data – via a probabilistic reasoning framework that 
overcomes the incomplete, inconsistent, and incorrect nature of 
data in medical patient records. 
This high-quality structuring allows existing patient records to be 
mined to support guideline compliance and to improve patient 
care. However, once REMIND is configured for an institution’s 
data repository, many other important clinical applications are 
also enabled, including: quality assurance; therapy selection for 
individual patients; automated patient identification for clinical 
trials; data extraction for research studies; and to relate financial 
and clinical factors.  REMIND provides value across the 
continuum of healthcare, ranging from small physician practice 
databases to the most complex hospital IT systems, from acute 
cardiac care to chronic CVD management, and to experimental 
research studies. REMIND is currently deployed across multiple 
disease areas over a total of 5,000,000 patients across the US.  

1. INTRODUCTION 
Since 1990, more people have died worldwide from CVD than 
from any other cause. Clearly CVD is an international crisis; 
however, since all applications described in this paper are from 
US healthcare institutions, we focus on the United States. 

1.1 CVD In The United States 
In the United States, an estimated 70 million people have some 
form of CVD. CVD accounts for roughly one million deaths per 
year (38% of all deaths), and is a primary or contributing cause in 
60% of all deaths [4][1]. CVD claims as many lives per year as 
the next 5 leading causes of death combined. Unfortunately, a 

number of trends suggest that the problems of cardiovascular 
disease will only be exacerbated in the future.  First, the aging of 
the U.S. population will undoubtedly result in an increased 
incidence of CVD [8].  Second, there is an explosive increase in 
the number of Americans that are obese or have type 2 diabetes; 
these conditions result in increased cardiovascular complications.   
In addition to being a personal health problem, CVD is also a 
huge public health problem.  In the United States, it is estimated 
that $394 billion will be spent in 2005 on treatment and 
management of cardiovascular disease.  By comparison, the 
estimated cost of all cancers is $190 billion.  By any measure, the 
burden of CVD is staggering. 
Most patients with CVD will never be cured; rather, their disease 
must be managed.  Often, people with CVD will live for 10 or 20 
years after initial diagnosis.  A significant portion of the costs 
associated with CVD comes about when the chronic disease is not 
managed well, and the patient comes to the emergency room of a 
hospital with an acute disease, such as a heart attack or stroke. 
This is further exacerbated by the shortage in the number of 
cardiologists in the United States.  Of the approximately 18,000 
practicing cardiologists in the US, over 5,000 are above the age of 
55, and 400-500 will retire every year, while less than 300 will 
enter the workforce. This highlights the need to better manage 
CVD patients after diagnosis – particularly to provide tools to 
help the overburdened cardiologist improve the quality of care 
delivered to CVD patients. 

1.2 CVD Guidelines 
As the problem of CVD has exploded, so has medical knowledge 
about how to best diagnose and treat it.  New diagnostic tests and 
therapies are constantly being developed.  These tests have shown 
great promise for both improving the quality of life for the CVD 
patient, and reducing the burden of health care by reducing the 
incidence of acute episodes. In an attempt to improve the quality 
of care for patients, national health organizations, such as the 
American Heart Association (AHA) and the American College of 
Cardiology (ACC) have created expert panels to review the 
results of various clinical trials and studies, extract out best 
practices, and then codify them into a series of guidelines.  These 
guidelines attempt to assist the physician on how to best treat 
patients with CVD.  (This process is not unique to cardiovascular 
disease, but happens in every branch of medicine.) 
Recent studies have shown that strict adherence to these 
guidelines result in improvements at a personal level, including 
reduced morbidity and mortality and improved quality of life, as 
well as reduced costs to the overburdened health care system. 
Based on these studies CMS (the Center for Medicare & Medicaid 
Services) has begun a series of programs to reward physicians and 
hospitals who comply with guidelines in an attempt to improve 
guideline adherence. These “pay-for-performance” schemes are 
intended to provide a direct financial incentive to healthcare 
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providers – in this case, CMS is working with hospitals to 
promote the adoption of the heart attack component of the AHA 
and ACC cardiac treatment guidelines, which recommend that 
physicians prescribe a medicine called a beta blocker early after 
an acute heart attack and continue the treatment indefinitely in 
most patients. Beta blockers are prescription medicines that help 
protect the heart muscle and make it easier for the heart to beat 
normally. Despite being well-known, compliance to this guideline 
in the U.S. is estimated to be below 50%.  
There is overwhelming evidence showing the huge benefits of 
following these guidelines, from the perspective of the patient, 
physician, hospital, and public health. Yet overall guideline 
adherence remains woefully low.  There are 3 principal factors 
which contribute to this lack of compliance. 
 First, in recent years, there has been an explosion in guidelines.  
In the United States, the National Guideline Clearinghouse 
(www.guideline.gov) has almost 1000 guidelines for physicians to 
follow.  These guidelines are often modified on a periodic basis, 
such as every year, in response to new medical knowledge. A 
quick search on Google or Med-Line for heart failure guidelines 
returns several hundred references – some heart failure guidelines, 
with subsequent modifications are defined in [1][2][3][13][15].  
Second, with the growing trend of HMOs, and the economic 
realities of medicine today, physicians are forced to see more and 
more patients in a limited amount of time.  Often, physicians will 
only average 10-18 minutes per patient, and carry a patient load 
of 20-30 patients per day.1  
Third, there are often multiple physicians and nurses who interact 
with the patient, and there is often poor communication between 
these health care workers with regards to the patient.  In such a 
hectic and chaotic environment, it is impossible to (manually) 
consistently and accurately identify and follow the specific 
guidelines for that patient among the hundreds of ever-changing 
requirements in use.  Unless the proper clinical guideline is 
identified and followed at the point of care (that is, when the 
patient is with his physician), it is not useful.  

1.3 Electronic Health Records (EHR) 
The electronic health record (EHR) is increasingly being 
deployed within health care organizations to improve the safety 
and quality of care [12].  Because a guideline is simply a set of 
eligibility conditions (followed by a set of recommended 
treatment actions) it appears fairly straightforward to determine 
guideline eligibility by evaluating a guideline’s inclusion and 
exclusion criteria against an EHR. Unfortunately, as discussed 
                                                                 
1 10-20 minutes per patient appears reasonable, but it includes all 

activities associated with the patient visit, including: reviewing 
previous patient history; talking with the patient about their 
symptoms and history; examining the  patient; arriving at a 
diagnosis; ordering additional tests and procedures; determining 
what drugs the patient is currently taking; prescribing treatment 
and medication; explaining the diagnosis and treatment to the 
patient; counseling the patient on the risks and rewards of the 
therapy; and ordering referrals if needed; this time also includes 
time needed for the physician to record all the details of the 
patient visit including positive and negative findings, 
impressions, orders, final instructions, and finally signing off on 
the patient bill. 

below and later in Section 5.3, even the best EHRs in the world 
do not fully capture the information needed to support automated 
guideline evaluation. 
Medical patient data in electronic form is of two types: financial 
data and clinical data. Financial data consists of all the 
information required to document the physician’s diagnoses and 
the procedures performed, and is collected primarily for the 
purpose of being reimbursed by the insurance company or the 
government. Financial data is collected in a highly structured, 
well-organized, and normalized fashion, because if it were not in 
this form, the payers would not reimburse the institution or 
physician. This data can, therefore, be analyzed, dissected, and 
summarized in a variety of ways using well-established database 
and data warehousing methods from computer science. 
In addition to structured information about patient demographics, 
this “financial data” also includes standardized patient diagnoses 
which are classified according to the internationally accepted 
standards, ICD-9 (International Classification of Diseases, 9th 
Revision [40]) and ICD-10 [41]. Many of the criteria used to 
determine if a patient is eligible for (and therefore should be 
treated according to) a particular guideline, are based upon 
diagnostic information. Therefore, it appears as if these structured 
diagnosis codes would be a rich source for data mining, and 
particularly for determining whether a patient was eligible for a 
particular treatment guideline. 
Unfortunately, these ICD-9 (and ICD-10) codes are unreliable 
from the clinical point of view. Various studies have shown that 
the clinical accuracy of ICD codes is only 60%-80% [7]; in other 
words, when an ICD code is assigned, the patient will have that 
corresponding clinical diagnosis only 60-80% of the time. The 
principal reason for this is that billing data reflects financial rather 
than clinical priorities.   
In the United States, reimbursement is based primarily on the 
severity of diagnosis; for example, although the patient treatments 
for AMI (heart attack) and Unstable Angina (a less severe cardiac 
illness) are virtually indistinguishable, the former diagnosis code 
generates twice the reimbursement for the institution.  There have 
been several well-publicized cases, where institutions have 
received hefty fines for “over-coding” (i.e., assigning higher 
diagnosis codes than is justified). Alternately, billing codes may 
be missing, or “under-coded”, so that institutions are not accused 
by insurance companies of fraudulent claims.  Furthermore, at 
least in the US, this coding is done by medical abstractors, who 
although trained to do this coding, typically lack the medical 
training to assess the clinical data and arrive at the correct 
diagnosis. 
Clearly, financial data alone is insufficient for any kind of patient-
level clinical decision support (including determining guideline 
eligibility), because the errors will multiply when multiple such 
diagnoses are jointly needed to make a decision (for instance to 
determine eligibility for a guideline). 
Operational clinical systems have very poor data quality from the 
standpoint of access and analysis. The structured clinical data in 
clinical repositories (labs, pharmacy, etc.) is sparse with gaps in 
data and in time, inconsistent due to variations in terminology, 
and can be clinically misleading. Key clinical information is 
stored in unstructured form in the clinical repository, typically as 
unstructured free text in patient history and physicals, discharge 
summaries, progress notes, radiology reports, etc. Further, the 
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nature of the relationships within data are not well defined, and 
causal relationships and temporal dependencies cannot be 
unearthed without medical knowledge; for example, it may not be 
immediately clear to which diagnosis a procedure “belongs”. 
Efforts to extract key clinical information based on natural 
language processing alone have met with limited success [25] – 
and for even slightly complex decisions like guideline eligibility, 
reliability is very poor. Simply put, the data in clinical 
repositories is often messy, and thus only a small fraction of the 
clinical data is available for analysis. 

1.4 The “Data Gap” in medical records 
Consider the extremely simple guideline: “If a patient is admitted 
with a heart attack, they should be prescribed beta blockers upon 
discharge.” 
In order to assess compliance, it would appear to be sufficient to 
determine if the patient was admitted with an AMI (acute 
myocardial infarction or heart attack) and if they were prescribed 
beta-blockers. Unfortunately, as discussed earlier, even if the 
patient has an ICD-9 code for an AMI it may not be clinically 
accurate. The patient may choose to fill a prescription for a beta 
blocker at a retail pharmacy, so the institution’s pharmacy system 
(if it has one) will have no record of a beta blocker.  Most 
importantly, even if it were possible to determine if the patient did 
have an AMI this visit and was (or was not) prescribed beta 
blockers, there are no data fields to determine if beta blockers are 
contra-indicated, that is, should not be prescribed due to some 
other reason, such as other medications, complications, or if the 
patient is known to be allergic to that drug.  To receive 
certification from JCAHO [20], hospitals hire trained nurses to 
manually extract information from a random sample of 75 
emergency room patients about appropriate beta blocker 
prescription (and a few other very simple guidelines). In short, 
this cannot be automatically determined using naïve approaches.  

1.5 Automated Patient Data Analysis 
Currently there are 3 main ways to perform automated data 
analysis, discussed below: 
1) The most common method, “Limited automated extraction of 
structured elements only”, brings over only the coded financial 
information (e.g., ICD-9 codes), and loses much of the required 
clinical information. Further, the coding process has a 
surprisingly high fraction of errors [29]. Doctors are very pressed 
for time in the 10-20 minutes they have per patient.  If a system 
alerted a physician about guidelines based on a patient’s ICD-9 
codes, it would have so many false alerts that the physician would 
turn it off. (This is not to indicate that billing data is useless. It is 
used for aggregate level analysis for epidemiological, quality of 
care, and cost studies [10][17][27] by hospitals, insurers, the US 
Dept. of Health Care and CMS. And furthermore, REMIND also 
leverages this data.  The key point is that billing data alone is 
useless for decision support.) 
2) “Manual conversion of data by medical experts” leads to high-
quality clinical data.  But, this is expensive, time consuming, and 
is only possible for a small subset of patients or at institutions 
with a strong research focus.  It is infeasible for routine clinical 
use. 
3) “Forcing doctors to provide structured input.” Currently 
physicians document their observations as dictated free text, and 
are extremely efficient at doing so. Taking several minutes (out of 

the 10-20 m/patient) to additionally fill in specific values in a 
database can lead to physician resentment, wastes valuable 
physician time and still leads to missing information (fields may 
not be provided for all needed information in advance). More 
clinical data will become available in structured form as EHRs get 
more accepted.  But it will take several years before EHRs will be 
in routine use for a large fraction of the patient population.  
The bottom line is that clinical data is complex, non-uniform and 
non-homogenous. Automated clinical data analysis of the kind 
associated with financial data, is almost impossible today. There 
is a desperate need to create highly-structured clinical data from 
existing patient records collected by the institution in its day to 
day practice without requiring any manual data entry or change in 
physician workflow.  Our solution works in the current scenario 
with poor data quality. However, it is designed to be scalable with 
respect to the volume and quality of data. REMIND will further 
benefit as better quality data becomes available, via EHRs or by 
manual methods.  

2. THE REMIND ALGORITHM 
In this section we briefly describe the problem and the algorithm 
employed by REMIND (Reliable Extraction and Meaningful 
Inference from Nonstructured Data) in order to solve it.  Our goal 
is to infer the values of several medical outcomes, described by a 
set of variables of interest. Examples of such variables include: 
whether a patient has a particular disease, whether a patient has 
received a certain type of medication, lab recordings for blood 
glucose, whether a patient has specific contraindications for a 
class of medication.  
Our approach to inference with this multi-source data is to model 
the data as arising from a generative process, and combine prior 
medical knowledge about this process with observations for a 
specific patient using Bayesian techniques. The medical prior 
knowledge is encoded in both a Bayesian Network that relates 
variables of interest as well as in the form of probabilistic rules, as 
we will see next. 

2.1 Problem Definition 
Let V be the set of variables of interest for a patient. Let O be set 
of all (probabilistic) observations for all variables, v ∈ V. 
Similarly, let O(v) be the set of observations for variable v. We 
assume the relationships within V are described by a Bayesian 
Network. 
Since we are interested in the most likely value for our variables 
given the observations extracted from the patient data, our goal is 
to estimate: 
 

2.2 Overview of Approach 
REMIND’s 3-step process that estimates the value of the 
variables of interest VMAP is summarized below. Our goal is to 
extract and combine information from all data sources. 

(1) Extraction step: observations are gathered from the data 
sources. These observations provide the basic information about 
the variables v ∈ V. Operationally; they are converted into a 
uniform representation, called probabilistic observations. These 
play the same role as likelihood findings in standard Bayesian 

]|[maxarg OVPV VMAP =
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reasoning. Note that every observation o ∈ O is assumed to be 
potentially incorrect.  

(2) Combination step: each observation is assigned to its 
corresponding variable and a posterior of the observation vector 
associated with the variable is computed locally.  

(3) Inference step: the local inferences are propagated across the 
Bayesian Network that describes the relationships among V and 
the posterior probabilities for the variable vector are computed. 
These steps are in direct correspondence to the different 
propagation steps of the belief propagation algorithm, well known 
in the probabilistic inference literature. 

2.3 Extraction of Probabilistic Observations 
From Data 
 In this step we produce probabilistic observations, Oi, from data 
sources. Each Oi is drawn entirely from a single piece of 
information in a data source (e.g., from a phrase in a sentence, or 
a row in a database), and hence is assumed to be inherently 
undependable (either due to errors in the data or in the extraction 
process). An observation Oi is of the form <NAME, DATE, 
DIST> where NAME is an observed variable v ∈ V, DATE is the 
date of the observation, and DIST defines a distribution over all 
possible values that can be taken by NAME given the 
observation. REMIND currently does extraction from relational 
databases and free text. Methods from computational linguistics 
are used to extract information from free text. 
These observations generated from the data sources are meant to 
encode the a posteriori distribution of a variable given the section 
of the data source that they are extracted from, and are 
subsequently converted into likelihood findings for computation 
in the Bayesian Network. 

2.4 Combination & Inference 
The primary focus is estimating the most likely (MAP) state of 
the variables given the observations extracted in the previous step. 
This can be done in two steps, the first of which is a local 
combination/inference of observations for each variable, followed 
by the propagation of these inferences across the Bayesian 
Network.  
Each piece of information that is extracted in the previous step is 
in the form of an a posteriori probability of a variable given the 
small context that it is extracted from. We can thus have multiple 
such assertions from different parts of the same source and from 
different sources at any given instant in time. All the assertions 
about a variable are combined into one assertion in a 
straightforward manner by using Bayes’ theorem (under the 
assumption that the observations are independent given the 
variable) as follows:  

We model the relationships among the set of all variables of 
interest using a Bayesian Network, which is used to infer the 
posterior distribution of all the variables given all the information 
available: 
 

 
In other medical Bayesian applications [5][22][26], the actual 
probability values for the dependencies within V are typically a 
huge bottleneck, and require tremendous fine tuning. Because 
REMIND leverages data redundancy, our systems works well for 
a wide range of probability values for inference and extraction 
[33].   

3. REAL-WORLD IMPLEMENTATIONS 
OF REMIND 
REMIND has been implemented for a wide variety of different 
quality metrics with data from a number of different institutions.  
Some examples include glycemic control for diabetic patients 
with heart attacks [29] to detection of recurrence of colon cancer 
[30]. In the following sections, two examples of the use of 
REMIND for cardiac care are described.   

3.1 Quality of Care Analysis for Multiple 
Institutions 
As stated previously, cardiac disease is a major health problem in 
the United States and throughout the world. Many of the hospital 
stays associated with cardiac disease occur because of acute 
incidents that can be avoided if the patient is properly treated and 
monitored, and several guidelines have been developed to 
improve the quality of care [1]. To assist these efforts, several 
leading medical organizations, including the ACC, AHA, and the 
AMA, have jointly identified key performance metrics to assist 
with proper monitoring and treatment of heart failure patients.  
These metrics are designed to assist the cardiologist monitor the 
health of the patient, and assess whether changes in treatment are 
needed.  In addition, these metrics list key medications that the 
patient should be taking. The AMA has created PCPI, the 
Physician Consortium for Practice Improvement, to be 
responsible to codify and maintain these metrics. 
Unfortunately, simply generating a guideline or metric does not 
guarantee that physicians will follow them.  To assist physicians 
and practices with compliance to these guidelines, REMIND was 
used on data from two physician practices consisting of a total of 
270,000 patients.  First, patients with heart failure were identified 
using both ICD-9 codes as well as by analyzing the physician 
notes.  Then, each of the metrics in the PCPI guidelines were 
extracted for these heart failure patients. 
For example, the PCPI guidelines state that every heart failure 
patient should have a number of measurements and assessments 
taken each year, including left ventricular function, blood 
pressure, signs and symptoms of cardiac volume overload, 
activity level, etc.  Each of these measurements can be done in a 
number of different ways.  For example, left ventricular function 
can be assessed using various imaging modalities, such as 
ultrasound, nuclear medicine, etc.  Activity level can be assessed 
through observation of the patient through one of many simple 
exercises.  Sometimes, there will be explicit data on these, but 
other times the assessment of these things must be inferred from 
the physician’s dicated notes.   In addition, the PCPI guidelines 
state that patients should be on medications such as beta blockers, 
ACE or ARB, and Warfarin (for patients who also have atrial 
fibrillation) unless there are contra-indications to these 
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medications.  REMIND was used to assess each of these 
guidelines at a patient level, and then aggregated to the entire 
physician practice (for both practices).   
A second analysis was done on patients taking a medication 
called amiodarone.  This is an extremely powerful, but toxic, drug 
used to treat atrial fibrillation, a cardiac condition. In addition to 
its toxicity, it often can lead to complications in cardiac patients 
taking other medications.  Because of this, it is very important for 
patients who are taking amiodarone to be monitored periodically 
(usually every 6 months) for signs of toxicity.  The North 
American Society of Pacing and Electrophysiology (NASPE) has 
released a set of guidelines for monitoring patients taking 
Amiodarone [13].  Our system identifies patients who are taking 
amiodarone, and then within this subset, those patients who are 
not being treated as per the NASPE guidelines.  The goal here is 
to help reduce the incidence of side-effects due to the toxic nature 
of Amiodarone.  
REMIND was run at both institutions’ data with virtually no 
change in the system.  We are in the process of expanding our 
pool to 1,000,000 cardiology practice patients, and plan to offer a 
suite of quality of care reports and facilitate benchmarking, both 
to national standards and across institutions. 

3.2 Guideline Adherence Study for Patients 
with Non-ST Elevation MI  
The Veteran Health Administration (VHA) patient database is 
universally acknowledged as one of the best (if not the best) 
databases of clinical information in the world.  The VHA database 
is designed to collect a tremendous amount of clinical information 
in structured form – in addition to the demographics, diagnosis 
(ICD-9), laboratory, and pharmacy system, many additional 
clinical variables are recorded in structured form.  Additionally, 
the VHA database has a vast store of unstructured free text, 
including history and physicals, admission and discharge reports, 
progress notes, specialist reports, nursing evaluations, and 
radiology, ECG, and ultrasound reports.  In fact, the VHA 
database is being strongly recommended by CMS as a model for 
future EHRs. 

 
It was expectation that with such a tremendous database, the 
history of quality of care research, and the diligent efforts of the 
physicians and nurses to keep it current over the last 20 years, 
there would be little need for automated REMIND analysis. As 
expected, the support for automated analysis was significantly 
better than that at any other institution we have encountered. 
However, somewhat surprisingly we also found that despite the 

world-class database and research, the available structured data 
was ineffective for answering questions about the quality of care 
and compliance. 
As discussed previously, one of the big needs in cardiology is to 
assess whether patients are being treated properly as per 
established clinical guidelines.  The treatment guideline for 
patients with a certain type of myocardial infarction, in this case 
patients with non-ST elevation MI was provided by the ACC [9] 
The main responses to the guideline are to provide medication to 
the patient. For each patient, one must select the correct set of 
medications for the patient. There are four broad classes of 
medication for these patients: aspirin; angiotensin converting 
enzyme (ACE) inhibitors or angiotensin receptor blockers (ARB); 
beta blockers; and glycoprotein IIb/IIIa receptor anatognists. For 
each medication, it is important to figure out if the patient should 
be taking the drug, and also if a patient has a known contra-
indication (allergy) to the drug.  For example, ACE or ARBs 
should only be given to patients with diabetes mellitus, congestive 
heart failure, left ventricular dysfunction or hypertension.  In 
addition, there are a number of reasons a patient even in these 
conditions should not be given the medication, such as if the 
patient is pregnant, has pulmonic or aortic stenosis, renal failure, 
etc.  As one can see, the determination of the appropriateness of 
each class of medication is quite complex. 
The VHA in Pittsburgh, PA has been conducting a retrospective 
research study on a population of 1400 patients. A trained 
research nurse manually extracts the information for about 90 
variables from these patients. We implemented domain 
knowledge within REMIND to extract information for about 80 of 
these variables, and have compared the results of the extraction 
with the manual extraction on about 1000 patients. 
In this paper, we present the results of analysis for a sub-
population of 327 patients admitted with non-ST elevation MI. 
These patients were studied to see if they were treated properly 
for each of these four classes of medications as per the ACC 
guidelines [9]. For each patient, the patient record was searched to 
see if the patient was treated properly for each of these four 
medications by both REMIND and manually with the manual 
abstraction. For each patient, any disagreement between 
REMIND and the abstraction was adjudicated manually by a 
medical expert. If REMIND and the research nurse’s extraction 
agreed, both were assumed to be correct. Note that the research 
nurse had access to the entire patient record, which includes 
information that was not available to REMIND. 
REMIND took 4.5 hours to extract the values of the 4 variables 
(see Table 1) for 327 patients using a Pentium M 1.6 GHz laptop.  
(The current version of REMIND is expected to be faster by about 
2-3 orders of magnitude.) The medical abstractor took 176 hours 
to complete the analysis manually for the same variables [36]. 
Table 1 compares the accuracy of REMIND and manual 
abstraction for each of the 327 patients.  That is, for each patient, 
this analysis shows what percent of patients were accurately 
assessed using REMIND and manual abstraction (using the 
adjudication as a gold standard). Table 1 shows that REMIND 
works at least as well as manual abstraction in identifying patients 
who were treated per guidelines for non-ST elevation MI 
In a controlled study like this, it is possible to spend the time to 
manually review every patient to assess performance.  In reality, 

ACCURACY (%)  N=327 

TREATMENT REMIND MANUAL 

Aspirin 319 (97%) 314 (96%) 

Beta Blockers 319 (97%) 316 (97%) 

ACE Inhibitors/ARB 300 (92%) 310 (95%) 

Glycoprotein IIb/IIIa 
Receptor Antagonists 300 (92%) 290 (89%) 

Table 1. Accuracy of REMIND vs. trained medical  
nurse for guideline compliance 
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however, it is impractical to expect a medical expert to spend time 
to manually review every patient chart to study if the patient was 
treated properly or not.  In this study, only non-ST elevation MI 
was considered.  If one includes the full spectrum of cardiac 
diseases, including ST elevation MI, heart failure, arrhythmias, 
etc., then one can easily see how daunting a task it would be to 
review every chart for compliance. By using a tool like REMIND, 
it would be possible to review patients with many different 
conditions.  This would enable physicians to ensure that patients 
were treated properly, and hence improve their conditions 
dramatically.  

4. RELATED RESEARCH  
Our work draws heavily on earlier work on Bayesian networks 
and graphical models (see [16][19] for an overview). Probabilistic 
networks have been used in biomedicine and health-care have 
become increasingly popular for handling the uncertain 
knowledge involved in establishing diagnoses of disease, in 
selecting optimal treatment alternatives, and predicting treatment 
outcomes in various different areas. For example, DxPlain [5] is a 
decision support system which uses a set of clinical findings 
(signs, symptoms, laboratory data) to produce a ranked list of 
diagnoses which might explain (or be associated with) the clinical 
manifestations. DXplain provides justification for why each of 
these diseases might be considered, suggests what further clinical 
information would be useful to collect for each disease, and lists 
what clinical manifestations, if any, would be unusual or atypical 
for each of the specific diseases. Quick Medical Reference (QMR 
[26]) is a large probabilistic graphical model which combines 
statistical and expert knowledge for approximately 600 significant 
diseases and 4000 findings. In the probabilistic formulation of the 
model [34] the diseases and the findings are arranged in a bi-
partite graph, and the diagnosis problem is to infer a probability 
distribution for the diseases given a subset of findings. Promedas 
[22] is a patient-specific diagnostic decision support system which 
produces a differential diagnosis on the basis of a set of patient 
findings. It also suggests the most informative tests that may be 
performed to make the differential diagnosis more precise.  
Promedas is based on medical expert knowledge encoded into a 
probabilistic graphical model (a Bayesian network), which serves 
as the inference engine of the system. These systems all require 
clinical data to be entered in a structured database. 
Combi et al [11] provides an extensive review of temporal 
reasoning methods in medicine. We briefly list some methods that 
are similar to REMIND in some aspects. Ngo et al [28] describe a 
temporal probabilistic reasoning method via context-sensitive 
model construction. Bellazi et al [6] describe a system that uses a 
Dynamic Bayesian Network to analyze the blood glucose level of 
a patient over a time interval. Kayaalp et al [23] use structured 
information to predict probabilities of survival for ICU patients. 
Other related research [18][21][24] deals with representing 
temporal data and enforcing temporal integrity.   

5. NEXT STEPS 
Our immediate next step is to incorporate REMIND into the point 
of care.  REMIND can provide point of care support to the 
physician, for instance, by evaluating the patient against all 
guidelines, and assess treatment against these guidelines.  
Other interesting applications include disease surveillance, 
epidemiological studies, bioterrorism surveillance, and outbreak 

detection. The RODS [37] (Real-time Outbreak and Disease 
Surveillance) system mines emergency room data (specifically, 7 
fields are provided) and can detect early signs of an outbreak, 
particularly by detecting spikes in ER admissions.  Our approach 
is complementary, based on a more detailed analysis of individual 
patient data. We also intend to explore pay-for-performance 
opportunities with CMS and other payers.  Medicine is rich with 
knowledge bases such as taxonomies (LOINC [32], MeSH [38], 
and RxNORM), controlled vocabularies (SNOMED CT [35]), and 
ontologies (UMLS [39]). These systems provide reasoning with 
crisp logic but unable to handle uncertain knowledge and 
incomplete/imprecise data. REMIND will incorporate these 
external sources of knowledge into its inference. 

6. CONCLUSIONS 
We conclude by re-stating some key points: 
Medical data is highly complex and difficult to analyze.  
Financial data is well organized but has limited clinical value. 
Clinical data is very poor from the point of view of automated 
analysis.  Systems that collect high-quality data will become part 
of routine clinical care, but are unlikely to have a large patient 
impact in 5-10 years. 
Methods based on analyzing a single kind of data, for example, 
billing data alone, or just text data (with NLP) are unlikely to 
have much success.  Each source of data has its unique 
limitations, which might be overcome by information from 
another data source. 
Our solution, REMIND, overcomes these problems by exploiting 
the redundancy in patient data, and combining information from 
multiple sources based on external medical knowledge.  A 
probabilistic reasoning system performs the actions necessary to 
infer high-quality clinical data despite the contradictions, errors, 
and omissions in the data (and the data extracts from the patient 
record). 
Here we have only discussed cardiac applications of REMIND.  
REMIND has been used for other disease areas, including cancer, 
and efforts are underway to combine images with clinical and 
financial data to improve analysis. REMIND is currently 
deployed on a rapidly growing population of over 5,000,000 
patients. 
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